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Abstract—The Capacitated Arc Routing Problem (CARP) is
a NP-hard combinatorial optimisation problem with numerous
real-world applications. Several divide-and-conquer approaches,
controlled by one or more hyperparameters, have been proposed
to tackle large-scale CARPs. The tuning of hyperparameters can
be computationally expensive due to the lack of priori knowledge,
the size of the configuration space, and the time required for solv-
ing a CARP instance. Motivated by this time consuming task, we
propose a scalable approach based on self-adaptive hierarchical
decomposition (SASAHiD) to scale up existing methods. We take
a state-of-the-art decomposition method for large-scale CARPs
called SAHiD as an example to carry out experiments on two
sets of real-world CARP instances with hundreds to thousands
of tasks. The results demonstrate that SASAHiD outperforms
SAHiD significantly with fewer hyperparameters, thus the di-
mension of associated configuration space is reduced. Moreover,
we propose an incremental hyperparameter tuning approach
across multiple problem instances to learn the hyperparameters
of SASAHiD on a set of instances with different sizes. SASAHiD
with optimised hyperparameters achieves better or competitive
results with the SASAHiD using default hyperparameters when
solving problem instances that it has never seen in the training
set.

Index Terms—Capacitated arc routing problem, self-
adaptive decomposition, incremental hyperparameter tuning,
permutation-based optimisation

I. INTRODUCTION

The capacitated arc routing problem (CARP) [1], [2] is a
NP-hard combinatorial problem with numerous real-world
applications. The CARP aims to allocate efficiently a fleet
of vehicles and select the optimal set of routes to deliver a
given set of items (e.g., costumers or goods) on time to the
given destination with the constraint that the total demand of
tasks served on any route does not exceed the vehicle capacity,
where each route refers to a subset of arcs or edges in a
transport network. The objective is to minimise the total cost
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while satisfying all the demands or costumers. Different from
the well-known vehicle routing problem (VRP) [3], the tasks
locate on the edges in the CARP. Examples include the urban
waste collection, snow removal and street salting problems [4].
Because of its huge number of real-world applications, several
variants of CARPs have been studied, which differ from the
characteristic of capacity, demand, and time windows [2], [5].

A large number of associated algorithms have been pro-
posed to solve CARP and its variants, including exact meth-
ods and heuristics methods [2]. However, only a few recent
work [6]–[9] focus on the large-scale CARP, which is more
computationally expensive to evaluate a solution or find an op-
timal solution, but is more relevant to real-world applications.
The above work rely on some decomposition approaches,
such as the cooperative coevolution (CC) [6]–[8] and the
most recently proposed hierarchical decomposition (HD) [9].
These decomposition approaches usually consist of one or
more hyperparameters, e.g., the number of subcomponents and
population size in the CC, and the number of clusters in the
HD. The hyperparameters are usually set as arbitrarily chosen
values or values chosen using grid search (e.g., [9]) or some
preliminary testing [6]. Sophisticated algorithm configuration
methods are rarely used due to the lack of priori knowledge
(e.g., dependencies between parameters), the size of the con-
figuration space, and the time required for solving a large-scale
CARP instance or finding a good approximate solution.

In this work, we propose a scalable approach based on
self-adaptive hierarchical decomposition (SASAHiD) scheme,
which successfully eliminates a hyperparameter compared to
the state-of-the-art hierarchical decomposition. In particular,
the proposed SASAHiD can be beneficial for permutation-
based optimisation problems, such as vehicle routing and
scheduling problems. Therefore some real-world large-scale
CARP instances, generated using 2 cities’ road maps, are
considered as test problems in this work. To examine the
performance of SASAHiD, we compare it to the SAHiD
proposed by [9] to carry out empirical studies, because SAHiD
outperformed 3 state-of-the-art algorithms on solving large-
scale CARPs with up to 3584 tasks. The results show that
our SASAHiD, consisted of fewer parameters, achieves better



or similar performance than SAHiD on the test problems.
Moreover, we propose an incremental hyperparameter tuning
approach across multiple problem instances and perform ex-
periments using SMAC [10] as configurator. The hyperparam-
eters are optimised in an incremental manner on the instance
set of one city, with which the SASAHiD obtains better or
competitive results when solving instances of another city that
have never been seen before. To the best of our knowledge,
we are the first to propose a self-adaptive hierarchical de-
composition scheme and perform incremental hyperparameter
tuning approach across multiple problem instances on the
proposed SASAHiD, in particular, for solving large-scale
CARP instances.

The rest of this paper is structured as follows. We start
by introducing the background of this work. We then raise
the conducted questions and propose the SASAHiD and the
incremental hyperparameter tuning approach across multiple
problem instances. Experiments are designed for answering
our conducted questions and validate the proposed approaches.
Then the experimental results are summarised and discussed.
Finally we concludes the work and point out some potential
future directions.

II. BACKGROUND

A. Capacitated Arc Routing Problem

We consider the undirected version of capacitated arc rout-
ing problem (CARP) [1], [3], which is defined as follows.
Let G = (V,E) be a connected undirected graph where
V = {0, . . . , n} is the set of vertices, the vertex v0 is the
depot and the others correspond to n customers. E refers to
the edge set. Each edge e ∈ E has a cost c(e) > 0, which
could be a distance or time. If there is a task on this edge, a
positive demand d(e) is associated to e, otherwise, d(e) = 0.
The task set T is the ensemble of edges with d(e) > 0. The
objective of CARPs is to allocate efficiently a fleet of vehicles,
which start and end at the identical depot v0, and select the
optimal set of routes to serve tasks while the total demand
of tasks served on any route does not exceed a given vehicle
capacity Q.

Because of its huge number of real-world applications,
several variants of CARPs have been studied [2], [5]. However,
the studied CARP instances usually consist of a small number
of tasks, until very recently, [9] used two sets of real-world
CARP instances with up to 3584 tasks. In this work, we test
our approaches on the sets of large-scale CARP instances used
by [9]1, which are the sets with highest task number in the
literature.

1) Benchmark Sets.: Two benchmark sets, namely Hefei
and Beijing, have been generated from the map of the Hefei
city and the central area of Beijing city in China by [9].
Readers are referred to the Section V.A and Table 1 of [9]
for more about the sets. Highlights are given as follows.
Hefei set consists of 850 vertices and 1212 edges (main roads

1Instances of the two sets are available at http://staff.ustc.edu.cn/∼ketang/
codes/LSCARPset.zip, provided by the authors of [9].

in the map), while Beijing set has 2820 vertices and 3584
edges. 10 instances have been sampled from Hefei set (Beijing
set) by selecting uniformly at random a certain number of
edges as tasks, denoted as Hefei-i (Beijing-i), respectively,
where i ∈ {1, . . . , 10}. The index i indicates the percentage
of edges to be selected as tasks with a factor of 10. Thus,
Hefei-1 consists of |T1| = 121 tasks and Hefei-10 consists of
|T10| = 1212 tasks. The vehicle capacity is 9000 and 25000 for
Hefei and Beijing instances, respectively. The minimal number
of vehicles needed to serve all the tasks varies from 7 to 69 [9].

B. Decomposition Approaches for Scaling Up

A large number of algorithms have been proposed to
solve CARPs and its variants, including the exact methods
(branch-and-bound, branch-and-cut, and branch-and-pricing
algorithms), heuristics and meta-heuristics, such as cellular
Genetic Algorithm [11]. Most search methods suffer the
scalability problem. Divide-and-conquer is a natural idea to
scale up existing search methods, while the potential depen-
dencies among variables for nonseparable problems are often
ignored. For this reason, [12] proposed a group-based problem
decomposition approach, EACC, which is widely used to
tackle large-scale CARPs [6]–[8]. Cooperative-coevolution-
based methods divide a problem to groups of subproblems in
a linear way. When the dimension of the problem scales up,
either the number of groups or the number of subproblems
in a group will increase significantly. An alternative is using
a hierarchical structure. Tang et al. [9] proposed a scalable
approach based on hierarchical decomposition, called SAHiD.
SAHiD outperformed 3 state-of-the-art algorithms, Variable
Neighbourhood Search [13], Tabu Search Algorithm 1 [14]
and RDG-MAENS [7] on solving large-scale CARPs [9]. For
its outstanding performance, we compare SASAHiD to SAHiD
in this work.

C. SAHiD

The SAHiD aims to find a good permutation of tasks effi-
ciently. Given a CARP instance, it hierarchically decomposes
the tasks into subgroups of tasks and solves the induced
subproblems recursively [9]. Each of the nodes at the bottom
of the hierarchy represents a subgroup of ordered tasks, corre-
sponded to a permutation of tasks, which is further considered
as a virtual task. Each node on a nonbottom layer groups the
virtual tasks of its children nodes and obtains a new virtual
task of a larger size. The only root node (top layer) contains
exactly one virtual task which is a permutation of all the
tasks. A tree hierarchy of virtual tasks is built recursively and
the number of tasks (or virtual tasks on nonbottom layers)
decreases exponentially from the bottom to the top layer. To
group virtual tasks, a well-known clustering technique, K-
means algorithm [15], is applied, considering the virtual task
with minimal average deadheading cost to other virtual tasks
as the centroid of a cluster. The clustering results of K-
means algorithm highly depend on the number of clusters (i.e.,
groups), K. Tang et al. [9] set Kl as an integer generated
uniformly at random between 1 and dβKl−1e, where β is



a hyperparameter ∈ (0, 1) and Kl denotes the number of
virtual tasks to be grouped at layer l. The bottom layer is
indexed by 1 and K1 equals to |T |, the number of actual tasks
of the given CARP instance. After generating a permutation
of tasks or virtual tasks, a solution for this permutation can
be obtained by splitting the permutation into feasible routes
using the Ulusoy’s splitting procedure [9]. Then a local search
algorithm is used to further improve the solution.

1) Configuration of Hyperparameters: SAHiD has 5 hy-
perparameters: (i) β ∈ (0, 1], the shrink parameter introduced
by the K-means algorithm; (ii) α ∈ (0, 1), the probability
of partitioning a route introduced by the Ulusoy’s splitting
procedure; (iii) θ ∈ (0, 1), the acceptance threshold; (iv) σ a
number of non-improved iterations to accept a worse solution,
introduced by the Local Search; and (v) p, the number of
routes to be selected to form an unordered list of tasks to
be modified, introduced by the merge-split operator [16]. We
would like to refer the audiences to [9] for more details about
the parameters. [9] tested the performance of SAHiD with
uniformly sampled values for α and β on 4 CARP instances
with different numbers of tasks. σ and p were set as 10, 000
and 2. We consider α, β and θ in this work as σ depends on the
number of possible iterations given a budget, and increasing
p will lead to an increment of runtime.

D. Automatic Algorithm Configuration

A non-parameter-free algorithm or policy has one or more
hyperparameters with continuous, discrete (including boolean)
or categorical values, which have significant or minor im-
pact on the algorithm performance. Algorithm configuration
aims to search for the optimal values for hyperparameters
with which the algorithm achieves optimal performance on a
specific instance. Understanding the trend and landscape of
the configurations will be helpful to study the parameters’
sensibilities and exploit how the parameters work (together)
on an algorithm. However, in real-world applications, it is not
always possible to model the search space and the landscape is
usually unknown. Moreover, an evaluation of a configuration
could be very expensive due to the problem or the nature
of the algorithm. The algorithm configuration is usually a
complex black-box or grey-box optimisation problem without
or with little priori knowledge. Different approaches have
been proposed for automated algorithm configuration, and
differ in if offline or online; if parallel or sequential; and
if explicit models (also called response surfaces) are used or
not. Examples of popular algorithm configuration approaches
are GGA [17], F-Race [18], ParamILS [19], and SMAC [10].
[20] reviewed the advanced state-of-the-art in predicting the
algorithm performance for hard combinatorial problems. [21]
compared two racing algorithms, F-race and DW-Race, on
configuring a stochastic local search (SLS) method for solving
a university course timetabling problem [22]. Solving large-
scale CARPs is more computationally expensive. In this work,
we set our configurator as the SMAC [10], a state-of-the-
art automatic algorithm configuration method which builds
iteratively explicit regression models based on random forests.

SMAC is selected as it has been shown to have outstanding
performance for optimising parameters both on single and
multiples problem instances [10].

III. SELF-ADAPTIVE HIERARCHICAL DECOMPOSITION

The SAHiD has shown its strength on two new large CARP
benchmark sets, mainly thanks to the HD scheme it has
used. We propose a scalable approach based on self-adaptive
hierarchical decomposition (SASAHiD) scheme to achieve fast
problem decomposition yet with fewer hyperparameters, thus
smaller configuration space.

Fig. 1. Hierarchical decomposition. Ki, the number of clusters at layer i, is an
integer randomly generated between 1 and a self-adaptive upper bound, as in
(3), which leads to a stochastic number of layers h at each run of SASAHiD.

The hierarchical structure is illustrated in Figure 1. SAHiD
builds recursively a tree hierarchy of virtual tasks, at each
layer of which K-means algorithm [15] is applied to group
the (virtual) tasks and create new virtual tasks (i.e., groups
or clusters). For instance, at layer 3 in Figure 1, K3 virtual
tasks, {τ31 , . . . , τ3K3

}, are created based on the K2 virtual tasks
at layer 2. SAHiD sets the cluster number Ki at layer i as
an integer randomly selected between in a random range,
formalised as follows:

∀i ≥ 2, Kmax
i = dRandomFloat(0, β)×Ki−1e, (1)
Ki = RandomInteger(1,Kmax

i ), (2)

where β ∈ (0, 1) is a hyperparameter. The lowest layer i = 1
has K1 = |T | leaf nodes, where T is the set of tasks. β
guaranties a fast decreased upper bound for the number of
intermediate nodes.

However, two random value generations have been involved
in the design of cluster number, shown in (1) and (2), which
can be redundant. Additionally, when using very low value
for β, K decreases to 1 quickly given a number of tasks. We
propose a self-adaptive upper bound as shown in (3) for Ki

which also decreases exponentially from the bottom to the top
layer, and gets rid of the hyperparameter β.

∀i ≥ 2, Ki = RandomInt(1, d
√
Ki−1e), K1 = |T |. (3)

The number of hyperparameters is reduced. At the same time,
replacing a random number selection in a random range by a
random number selection in a deterministic range, will reduce
the randomness in the algorithms. We are not certain if the
double-stochastic process in the non-self-adaptive hierarchical



decomposition is beneficial or not, and how the reduced ran-
domness will affect the performance. To answer this question,
we compare the performance of SASAHiD and SAHiD on the
two benchmark sets that have been described previously.

A. Experimental Setting

Tang et al. [9] have tested the performance of SAHiD
with uniformly sampled values for α and β within (0, 1) on
4 CARP instances with different numbers of edges. It has
been observed that for instances with higher number of edges,
smaller α value (e.g., 0.1) leads to better solutions, while β
has minor impact when α is small. So the results reported in
[9] were all obtained with α = 0.1 and β = 0.1 which were
found to achieve best results on the 2 largest instances. We
want to verify if SASAHiD using same α will achieve similar
performance.

We set α = 0.1, θ = 0.1, δ = 10000 and p = 2 as in
[9] (reported in its Tables III-V). Both SAHiD and SASAHiD
are given 30mins as budget. 25 experimental trials each have
been performed, thus 50 optimisation trials in total for each of
the problem instances. As the optimal solutions for CARP in-
stances are unknown, we use the lowest cost found among the
50 trials of each CARP instance as a reference and refer to it
as ˜cost

∗
. We define a simple regret as the difference of the cost

of best-so-far solution to the best value ˜cost
∗

obtained at the
end of search, SR = cost(current best)− ˜cost

∗
. As for each

of the problem instances, the magnitude of the cost is different,
we use a normalised regret NSR = cost(current best)− ˜cost

∗

˜cost
∗ .

All the experiments presented in this paper are run on the
same computing platform Intel Xeon E5-2630 processor with
2.2GHz.

B. Results

For a closer comparison, we calculate the gap between the
average NSRs of final recommendations after 30mins by
SAHiD and SASAHiD as 4NSR = 1

n

∑n
1 NSRSASAHiD −

1
n

∑n
1 NSRSAHiD, where n refers to the number of indepen-

dent trials. Table I summarises the 4NSR and the average
NSRs of initial solutions that SAHiD and SASAHiD have
used. The NSR for an initial solution indicates how far the
initial value is to the optimal value. Additionally, the NSR
of the best solution found among 25 trials of SASAHiD is
shown on the last column. “0.00” means that the ˜cost

∗
is

found by SASAHiD, otherwise, found by SAHiD. According
to Table I, the final recommended solutions reduce the cost
for around 10% or more on average compared to the initial
solutions using either SAHD or HD, additionally, the solution
quality converges after a small amount of time. Within a fixed
optimisation budget (30mins), the average of gap between
the final recommendations of SASAHiD and SAHiD over 10
instances is minor (0.1% and 0.21%). Among 25 trials each,
SASAHiD finds better solutions 11 times out of 20 prob-
lem instances, and achieves competitive results on the other
instances. The proposed SASAHiD significantly outperforms
the original SAHiD in terms of solution quality and number
of hyperparameters, further reduces the size of configuration

space. We expect the self-adaptive hierarchical decomposition
method to help solving other permutation-based optimisation
problems more efficiently.

C. Comparison with Various SAHiD

For comparison reason, we further compare SASAHiD with
α = 0.1 to SAHiD with (α, β) ∈ {0.1, 0.3, 0.5, 0.7, 0.9}2
on Hefei-1 (121 tasks), Hefei-10 (1212 tasks), Beijing-1 (358
tasks), and Beijing-10 (3584 tasks). These 4 instances and can-
didate values for α are selected for facilitating the comparison,
as they are also presented in [9]. Results show that SASAHiD
significantly outperforms SAHiD on large-scale problems. Due
to the limited length, we only present the results of Beijing-1,
and Beijing-10 with α = 0.1, 0.5 and 0.9 in Figure 2. SAHiD
with some hyperparameter settings finds better solution than
SASAHiD with α = 0.1, however, its hyperparameter search
space is one dimension higher than SASAHiD. SASAHiD with
α = 0.1 performs significantly better than SAHiD with various
configurations on large-scale CARPs.

IV. INCREMENTAL HYPERPARAMETER TUNING ACROSS
MULTIPLE PROBLEM INSTANCES

It is unclear if the performance of SASAHiD can be further
improved by optimising hyperparameters. As SASAHiD is
designed for large-scale problems (e.g., a CARP instance with
thousands of tasks or more), it may take hours to achieve a
satisfactory solution. Thus, an evaluation of SASAHiD with
certain hyperparameter values is time-consuming and it’s not
trivial to find good setting manually. It is nature to use
some hyperparameter tuning methods and surrogate models
to predict if the performance is favourable. In particular, we
are interested in answering the following questions:

1) Are all the hyperparameters necessary or do they affect
significantly the performance of SASAHiD?

2) Can the performance of SASAHiD be further enhanced
by tuning the hyperparameters automatically?

3) Will the SASAHiD using the “optimal” hyperparameter
setting tuned on a problem instance I1 (or a set of
problem instances) achieve a satisfactory solution for an
unseen instance I2 (or an unseen set of instances)?

An extension to the question 3) is “Will SASAHiD with the
hyperparameter setting p1, tuned on instance I1, be further
improved by tuning on instance I2? And will SASAHiD with
the resulted setting p2 still perform well on instance I1?”

To answer these questions, we propose an incremental
hyperparameter tuning across multiple problem instances ap-
proach. The main procedure is as follows. A model-based
algorithm configurator T is used to tune the hyperparameter(s)
of an algorithm or solver S. At the beginning, the model
is initialised without any priori knowledge or memory. The
automatic hyperparameter tuning process starts by one call or
successive calls to the solver S on an instance I1. Periodically,
T decides to generate and evaluate hyperparameters by one
call or successive calls to the solver S on another instance I2,
while the previously learnt model is used as the initial model
at this stage. Thus, all the statistics obtained when training



TABLE I
COMPARISON OF SASAHID AND SAHID. A NEGATIVE 4NSR REFERS TO A LOWER NSR OF SASAHID, THUS BETTER PERFORMANCE THAN SAHID.

THE 2nd AND 3rd COLUMNS ILLUSTRATE THE AVERAGE NSRS OF THE RANDOMLY INITIALISED SOLUTIONS. THE LAST COLUMN REFERS TO THE
AVERAGE NSR OF FINAL RECOMMENDATIONS OF SASAHID. “0.00” MEANS THAT AT LEAST ONE OUT OF ITS 25 TRIALS FINDS A SOLUTION BETTER

THAN ALL SOLUTIONS FOUND BY SAHID. ALL THE FIGURES ARE SHOWN IN PERCENT. TO FACILITATE THE COMPARISON, WE FOLLOW THE SAME
METHODOLOGY AS IN [9]. BOLD (UNDERLINED) RESULTS INDICATE THAT SASAHID IS BETTER (WORSE, RESPECTIVELY) THAN SAHID BASED ON

WILCOXON RANK-SUM TEST WITH THE LEVEL OF SIGNIFICANCE 0.05. “w-d-l” INDICATES THE WIN-DRAW-LOSE OF SASAHID VERSUS SAHID.

Instance Initial regret (%) 4NSR Best
SAHiD SASAHiD (%) regret (%)

Hefei-1 14.54 13.14 -1.06 0
Hefei-2 14.51 14.38 0.44 0.41
Hefei-3 13.70 15.13 -0.17 0.07
Hefei-4 14.07 14.61 0.03 0
Hefei-5 14.40 13.85 -0.02 0.04
Hefei-6 13.93 13.40 0.02 0
Hefei-7 12.69 13.60 -0.10 0.34
Hefei-8 13.10 13.98 -0.18 0
Hefei-9 12.45 12.07 -0.12 0
Hefei-10 11.54 11.46 0.01 0

Number of “w-d-l” 1-8-1
Average 13.49 13.56 0.01 0.09

Instance Initial regret (%) 4NSR Best
SAHiD SASAHiD (%) regret (%)

Beijing-1 11.24 10.11 -0.48 0
Beijing-2 10.72 11.63 -1.07 0
Beijing-3 11.59 13.07 -0.21 0
Beijing-4 11.07 10.25 -0.83 0
Beijing-5 11.48 12.53 -0.41 0
Beijing-6 10.38 10.52 -0.20 0.51
Beijing-7 10.50 11.01 0.11 0.18
Beijing-8 9.42 9.98 0.02 0.08
Beijing-9 9.94 10.95 0.08 0.12
Beijing-10 9.63 10.41 0.21 0.22

Number of “w-d-l” 2-8-0
Average 10.60 11.05 0.21 0.11

Fig. 2. Comparison of SASAHiD with α = 0.1 to SAHiD with various values of α and β on instances Beijing-1 (top) and Beijing-10 (bottom). To facilitate
the comparison, an identical range for y-axis is used in all the 3 figures of each problem instance (i.e., each row).

on instance I1 are kept and re-used when starting to train on
instance I2. The model is updated in an incremental way.

We let SMAC train the model on Hefei set and validate the
recommended configurations on Beijing set. These two sets
have different structures and the Beijing instances are 3 times
bigger than the Hefei ones. The split is not performed within
single data sets but between different data sets so as to study
the transfer ability.

A. Model Training using SMAC

We use the Python implementation of SMAC (https://
github.com/automl/SMAC3) to tune the two parameters of

SASAHiD, α and θ. As the precision is less important in
both cases, we take values of α (and θ) uniformly distributed
between 0.01 and 0.99 (0.05 and 0.2, respectively) with a gap
of 0.01. Thus, a discrete search space of size 1881 is formed,
As discussed previously, the parameter settings can be com-
pared after running a small amount of time. We evaluate the
configuration by the lowest cost obtained by SASAHiD after
optimising during 30s. This is also the amount of time that [9]
have used for comparison in terms of runtime. Additionally,
the performance ranking of SAHiD instances with different
parameter settings is usually stable after 30 seconds, there
is no use comparing the very last recommendations. We can



compare the parameter settings at an earlier stage for saving
budget and stopping unlucky runs earlier. This idea has been
previously used by [23], [24] when comparing different solvers
and same solvers using different parameter settings.

B. Tuning on Hefei Benchmark

We let SMAC optimise the hyperparameters using 100
SASAHiD runs on the problem instance Hefei-1 and save the
obtained model. Then SMAC continues searching in the same
hyperparameter space and updates the restored model with
outputs of 100 SASAHiD calls on Hefei-2 using same budget,
and so on till Hefei-10, thus 10 batches of experiments are run
and a total of 1, 000 SASAHiD calls are used as optimisation
budget. The total evaluation number is much lower than the
size of search space. As the costs of solutions for different
problem instances locate in different range, we need to nor-
malise the output of SASAHiD. However, neither the bounds
nor the optimal cost is known. Therefore, before tuning using
SMAC, we run firstly SASAHiD with default parameters on
each instance for 30s, the outputs of which are then used as the
denominator for normalisation. Then, 20 SMAC optimisation
trails are run using different initial hyperparameters α0 and
θ0 as shown in Table II. The recommendations are reported
in Table II as well. During one run, the intermediate recom-
mended settings after each batch varies because of the different
instances that the model is training on. Among 20 trials, the
recommended settings differ due to the different initial points
and the stochasticity in SASAHiD and SMAC. Surprisely, after
having trained on 10 instances in an incremental way, the
setting (α, θ) = (0.39, 0.20) is recommended 10 times among
20 runs. After rounding, the following three parameter settings
are summarised, (0.40, 0.20), (0.40, 0.10) and (0.75, 0.20),
which have been recommended 10, 4 and 3 times, respectively,
out of 20 hyperparameter optimisation runs.

C. Validation on Beijing Benchmark

The three recommended parameter settings are validated
on the 10 instances of Beijing city, given a real time budget
of 30mins. As the hyperparameters have been optimised on
10 instances of Hefei sequentially, we also test the settings
on the Hefei instances with a budget of 30mins to verify if
the recommended settings still guaranty a stable performance
on Hefei-1, that has been learnt the most previously. The
lowest cost, averaged cost and the standard deviation over
25 independent trials are illustrated in Table III. To reduce
the randomness, all the settings have been used the identical
set of 25 distinct random seeds. The results obtained by
SASAHiD with α = 0.1 and θ = 0.1 are also presented for
reference, denoted as “Baseline” in Table III. Results show that
SASAHiD with setting (0.4, 0.2) performs better or as good
as SASAHiD with (0.1, 0.1) on most of the Beijing instances.
On both sets, the recommended settings enhance SASAHiD
when solving the first 5 to 7 instances (of smaller or medium
size). This is probably due to the order of instances that
have been used for training. As the evaluations of SASAHiD
have been performed on instances with indices 1 to 10, the

model is initially built using the data of evaluations on smaller
instances and is biased to better solving such instances. The
order of instances may have a significant impact. Nevertheless,
Beijing-5 has much more tasks than the CARP instances
considered in other work. For example, EGL-G benchmark
set [14] consists of up to 375 edges and 375 task, while
Beijing-5 has 3584 edges and 1792 tasks. It is also notable that
the recommended α value for SASAHiD (0.4) is much higher
than the recommended one for SAHiD (0.1). Intuitionally, this
could be a way to make up the loss of stochasticity due to the
use of a deterministic upper bound of cluster number as in (3)
instead of using a random one, determined by (1). Note that
higher value of α leads to a higher possibility of partitioning
a route in the Ulusoy’s splitting procedure.

V. CONCLUSIONS AND FUTURE WORK

The scalability is a difficult problem for searching methods
in combinatorial optimisation. Some decomposition methods,
such as cooperative co-evolution and hierarchical decomposi-
tion, have been proposed in the literature for tackling large-
scale problems. In this work, we propose a scalable approach
based on self-adaptive hierarchical decomposition scheme with
only two hyperparameters, called SASAHiD. We compare
SASAHiD to a non-self-adaptive hierarchical decomposition
method, SAHiD [9], on two real-world benchmark sets of
large-scale CARP instances. The proposed SASAHiD, with
a hyperparameter space one dimension lower than the one
of SAHiD, achieves better or similar performance to SAHiD
using various configurations. The SAHiD has been proved to
outperform 3 state-of-the-art algorithms, Variable Neighbour-
hood Search [13], Tabu Search Algorithm 1 [14] and RDG-
MAENS [7] on solving the same benchmark problems [9].
Thus, our SASAHiD naturally outperforms the 3 state-of-the-
art algorithms on the benchmark problems.

Moreover, we propose an incremental hyperparameter tun-
ing across multiple problem instances approach and use
SMAC [10] to tune the hyperparameters automatically. The
hyperparameters of SASAHiD are optimised in an incremental
manner on the instance set of one city, with which the
SASAHiD obtains better or competitive results when solving
instances of another city that have never been seen before.
To the best of our knowledge, we are the first to propose a
self-adaptive hierarchical decomposition scheme and use an
incremental hyperparameter tuning approach to perform auto-
matic hyperparameter tuning for solving large-scale CARPs.

We see several directions for future research. Evaluations
of (SA)SAHiD on large-scale problems are computationally
expensive. It would be interesting to apply some surrogate-
assisted approaches for very expensive problems [25]. A
recently proposed approach called Per Instance Algorithm
Configuration (PIAC) [26] is worth investigating to make use
of the instance features. When scaling to computationally
expensive instances, [27] selected configurations based on their
performance on a set of intermediate instances that are harder
than the training set, but easier than the testing set. For future
work, we would like to apply these methods to (SA)SAHiD



TABLE II
RECOMMENDED CONFIGURATION BY SMAC AFTER LEARNING SEQUENTIALLY ON HEFEI INSTANCES. FOR EXAMPLE, THE 1st ROW OF (HEADED

“HEFEI-1”) REFERS TO THE CONFIGURATIONS RECOMMENDED AFTER LEARNING ON HEFEI-1, THUS AFTER 100 EVALUATIONS; WHILE THE 2nd ROW OF
(HEADED “HEFEI-2”) REFERS TO THE CONFIGURATIONS RECOMMENDED AFTER LEARNING ON HEFEI-1 AND HEFEI-2, THUS AFTER 200 EVALUATIONS.

θ0 = 0.05 θ0 = 0.10

Instance α0 = 0.01 α0 = 0.25 α0 = 0.50 α0 = 0.75 α0 = 0.99 α0 = 0.01 α0 = 0.25 α0 = 0.50 α0 = 0.75 α0 = 0.99

α θ α θ α θ α θ α θ α θ α θ α θ α θ α θ
Hefei-1 0.90 0.08 0.97 0.09 0.89 0.09 0.94 0.09 0.85 0.20 0.86 0.19 0.50 0.18 0.85 0.17 0.96 0.18 0.91 0.12
Hefei-2 0.90 0.08 0.97 0.09 0.91 0.10 0.94 0.09 0.85 0.20 0.86 0.19 0.50 0.18 0.85 0.17 0.75 0.19 0.95 0.11
Hefei-3 0.37 0.09 0.76 0.19 0.39 0.20 0.39 0.20 0.75 0.18 0.39 0.20 0.39 0.09 0.39 0.20 0.49 0.05 0.39 0.20
Hefei-4 0.37 0.09 0.76 0.19 0.39 0.20 0.39 0.20 0.75 0.18 0.39 0.20 0.39 0.09 0.39 0.20 0.49 0.05 0.39 0.20
Hefei-5 0.37 0.09 0.76 0.19 0.39 0.20 0.39 0.20 0.75 0.18 0.39 0.20 0.39 0.09 0.39 0.20 0.49 0.05 0.39 0.20
Hefei-6 0.37 0.09 0.76 0.19 0.39 0.20 0.39 0.20 0.75 0.18 0.39 0.20 0.39 0.09 0.39 0.20 0.49 0.05 0.39 0.20
Hefei-7 0.37 0.09 0.76 0.19 0.39 0.20 0.39 0.20 0.75 0.18 0.39 0.20 0.39 0.09 0.39 0.20 0.49 0.05 0.39 0.20
Hefei-8 0.37 0.09 0.76 0.19 0.39 0.20 0.39 0.20 0.75 0.18 0.39 0.20 0.39 0.09 0.39 0.20 0.49 0.05 0.39 0.20
Hefei-9 0.37 0.09 0.76 0.19 0.39 0.20 0.39 0.20 0.75 0.18 0.39 0.20 0.39 0.09 0.39 0.20 0.49 0.05 0.39 0.20
Hefei-10 0.37 0.09 0.76 0.19 0.39 0.20 0.39 0.20 0.75 0.18 0.39 0.20 0.39 0.09 0.39 0.20 0.49 0.05 0.39 0.20

θ0 = 0.15 θ0 = 0.20

Instance α0 = 0.01 α0 = 0.25 α0 = 0.50 α0 = 0.75 α0 = 0.99 α0 = 0.01 α0 = 0.25 α0 = 0.50 α0 = 0.75 α0 = 0.99

α θ α θ α θ α θ α θ α θ α θ α θ α θ α θ
Hefei-1 0.91 0.12 0.91 0.12 0.75 0.10 0.74 0.20 0.86 0.06 0.94 0.09 0.88 0.08 0.96 0.07 0.95 0.05 0.76 0.15
Hefei-2 0.91 0.12 0.91 0.12 0.92 0.19 0.83 0.15 0.86 0.06 0.99 0.15 0.88 0.08 0.96 0.07 0.97 0.07 0.76 0.15
Hefei-3 0.39 0.20 0.75 0.19 0.26 0.20 0.36 0.09 0.40 0.10 0.37 0.20 0.39 0.20 0.88 0.05 0.39 0.20 0.39 0.20
Hefei-4 0.39 0.20 0.75 0.19 0.26 0.20 0.36 0.09 0.40 0.10 0.37 0.20 0.39 0.20 0.88 0.05 0.39 0.20 0.39 0.20
Hefei-5 0.39 0.20 0.75 0.19 0.26 0.20 0.36 0.09 0.40 0.10 0.37 0.20 0.39 0.20 0.88 0.05 0.39 0.20 0.39 0.20
Hefei-6 0.39 0.20 0.75 0.19 0.26 0.20 0.36 0.09 0.40 0.10 0.37 0.20 0.39 0.20 0.88 0.05 0.39 0.20 0.39 0.20
Hefei-7 0.39 0.20 0.75 0.19 0.26 0.20 0.36 0.09 0.40 0.10 0.37 0.20 0.39 0.20 0.88 0.05 0.39 0.20 0.39 0.20
Hefei-8 0.39 0.20 0.75 0.19 0.26 0.20 0.36 0.09 0.40 0.10 0.37 0.20 0.39 0.20 0.88 0.05 0.39 0.20 0.39 0.20
Hefei-9 0.39 0.20 0.75 0.19 0.26 0.20 0.36 0.09 0.40 0.10 0.37 0.20 0.39 0.20 0.88 0.05 0.39 0.20 0.39 0.20
Hefei-10 0.39 0.20 0.75 0.19 0.26 0.20 0.36 0.09 0.40 0.10 0.37 0.20 0.39 0.20 0.88 0.05 0.39 0.20 0.39 0.20

on solving large-scale CARPs. Moreover, we have trained the
model on problem instances of smallest to largest size, which
is a simple but naive instance selection policy. Results in Table
III imply that the order of instances used for training may
play an essential role. As a future work, we are interested in
exploring selection policies in our incremental hyperparameter
tuning approach for deciding the next instance to train from a
set of instances.
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iterated f-race: An overview,” in Experimental methods for the analysis
of optimization algorithms. Springer, 2010, pp. 311–336.

[19] F. Hutter, H. H. Hoos, K. Leyton-Brown, and T. Stützle, “Paramils:
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